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Introduction

Accumulating evidence shows that circadian rhythm dysregula-
tion is associated with adverse health effects such as suscepti-
bility to bipolar spectrum disorders (BSDs) onset, hormone se-

cretion imbalance, sleep problems, coronary heart attacks, depression, 

Original

ABSTRACT
Background: Nowadays, there is a growing global concern over rapidly increasing 
screen time (smartphones, tablets, and computers). An accumulating body of evidence 
indicates that prolonged exposure to short-wavelength visible light (blue component) 
emitted from digital screens may cause cancer. The application of machine learning 
(ML) methods has significantly improved the accuracy of predictions in fields such as 
cancer susceptibility, recurrence, and survival. 
Objective: To develop an ML model for predicting the risk of breast cancer in 
women via several parameters related to exposure to ionizing and non-ionizing radia-
tion.
Material and Methods: In this analytical study, three ML models Random 
Forest (RF), Support Vector Machine (SVM), and Multi-Layer Perceptron Neural Net-
work (MLPNN) were used to analyze data collected from 603 cases, including 309 
breast cancer cases and 294 gender and age-matched controls. Standard face-to-face 
interviews were performed using a standard questionnaire for data collection. 
Results: The examined models RF, SVM, and MLPNN performed well for cor-
rectly classifying cases with breast cancer and the healthy ones (mean sensitivity> 
97.2%, mean specificity >96.4%, and average accuracy >97.1%).  
Conclusion: Machine learning models can be used to effectively predict the risk 
of breast cancer via the history of exposure to ionizing and non-ionizing radiation 
(including blue light and screen time issues) parameters. The performance of the de-
veloped methods is encouraging; nevertheless, further investigation is required to con-
firm that machine learning techniques can diagnose breast cancer with relatively high 
accuracies automatically.
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carcinoma, dysplasia, metabolic disorders, and 
neurodegenerative diseases [1-7]. As a symbol 
of today’s digital life, screen time (the amount 
of time someone spends using devices such 
as a smartphone, video game console, tablet, 
laptop, computer, or television) is rapidly in-
creasing around the world. In children and 
adolescents, prolonged digital screen time is 
associated with specific adverse health effects 
including bad self-reported health status, lone-
liness, obesity, irritability, low mood, impaired 
cognitive and socioemotional development to 
poor school performance [8-13]. Moreover, a 
strong link between screen time and sleep du-
ration, in particular in children under 6 months 
of age was reported [14].

In adults, there is limited evidence for an 
association between a sedentary lifestyle and 
obesity. Moreover, the reported associations 
are not causal [15]. In addition, consider-
ing the widespread use of digital screens in 
adults, substantial evidence now shows that 
exposure to visible light emitted from digital 
screens at night can be associated with some 
adverse health effects and impaired perfor-
mance through dysregulation of the circadian 
rhythms. Humans are evolved predominantly 
under yellow light (the wavelength of ~ 570 
nanometers); however, the displays of tablets, 
laptops, and smartphones as well as other digi-
tal screens usually emit high levels of short-
wavelength blue light. The spectral profile 
of the visible light emitted from the displays 
of mobile phones, tablets, and computers ad-
versely alters circadian physiology, alertness, 
and levels of cognitive performance [16]. Ex-
posure to digital screens during bedtime has 
been reported to be associated with increased 
sleep latency, decreased sleep duration, the in-
efficiency of sleep, and higher rates of daytime 
sleep disturbances [17]. Finally, previous re-
searches reported that prolonged exposure to 
short-wavelength visible light (blue region) 
emitted from digital screens can be linked to 
cancer. Therefore, there is a growing global 
concern over rapidly increasing screen time. 

Given this consideration, developing a predic-
tion model for the risk of breast cancer is im-
portant. 

Machine learning methods are successful 
in analyzing medical data [18-22]. Due to 
the ability of these techniques in modeling 
complex data, their applications in analyzing 
medical data have gained a great deal of inter-
est these days. In this analytical study, these 
techniques were used to analyze cohort data 
collected from 603 cases, including 309 breast 
cancer cases and 294 gender and age-matched 
controls. Particularly, three machine learning 
models Random Forest, Support Vector Ma-
chine, and Multi-Layer Perceptron Neural 
Network were examined to predict breast can-
cer in women with various levels of exposure 
to ionizing and non-ionizing radiation. The ef-
fect of the parameters was estimated via the 
relative importance index. Details are given in 
the following sections.

Material and Methods
This analytical study was objected to de-

velop a model for predicting the risk of breast 
cancer in women using several parameters 
(predictors) related to exposure to ionizing 
and non-ionizing radiation.

Data Collection
Data was collected from 603 cases (309 

breast cancer cases and 294 gender and age-
matched healthy cases). The methods used 
for data collection and analysis are described 
in detail elsewhere [23]. In brief, cases and 
controls were age-matched in an age-decade 
category. They were also matched for a fam-
ily history of breast cancer. To collect data, 
face-to-face interviews were performed using 
a standard questionnaire. Ethical approval was 
obtained for the study from the Shiraz Uni-
versity of Medical Sciences (SUMS) Ethics 
Committee. Multivariate analysis, chi-square, 
and Fisher’s exact tests were used for data 
analysis; details of the analysis are presented 
in [23].
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Data Preprocessing

In the first step, the outliers and the samples 
with missing values were removed from fur-
ther analysis. Graphical plots and restricted 
variable boundaries were applied to determine 
outliers. Finally, numerical features were nor-
malized using min-max normalization to be in 
the range of 0 and 1.

Classification Algorithms
This research was objected to developing a 

model for predicting breast cancer in women 
with different levels of exposure to ionizing 
and non-ionizing radiation (including blue 
light and screen time issues). Three classifier 
algorithms were explored for this purpose: 1) 
Support vector machine (SVM), 2) Random 
Forest (RF), and 3) Multilayer perceptron 
(MLP).

Support Vector Machines: The Support 
Vector Machines (SVM) algorithm creates a 
maximum margin separation hyperplane sepa-
rating the classes [24]. The hyperplane is de-
termined throughout the training process. In 
developing an SVM classifier, several user-
defined parameters such as the cost parameter 
(C), the type of kernel function, and its param-
eters should be defined. In this work, we used 
internal cross-validation to determine these 
parameters. Ultimately, the value of C was set 
at 2.0, radial basis function was used as the 
kernel function and the value of sigma for the 
kernel was set to 0.5. 

Random Forest: Random Forest (RF) algo-
rithms operate by fusing several randomly cre-
ated decision trees created via either bagging 
technique or feature randomness approach 
[25]. In bagging, training data for an individual 
tree is created by randomly sampling from the 
training set with replacement. For classifica-
tion, the algorithm determines the class label 
of a test sample by aggregating the output of 
each generated decision tree via the majority 
voting approach in which a class label with the 
most votes is chosen. A critical parameter in 
developing an RF algorithm is the number of 

individual trees. In this study, this parameter 
was set at 100 that was determined via internal 
cross-validation. 

Multi-Layer Perceptron: The Multi-Layer 
Perceptron (MLP), is a type of artificial neu-
ral network that, in general, has three layers of 
neurons: input, hidden, or output. The neurons 
on each layer operate on the weighted sum of 
the outputs of the neurons in the previous lay-
er. In training an MLP, the values of neurons’ 
weights are adjusted so that the classification 
error is minimized. Here, we used the back 
propagation algorithm to estimate the neurons’ 
weights [26].

In developing an MLP-based classifier, be-
sides the neurons’ weights, the number of neu-
rons in the hidden layer should be determined. 
Here, the best number of neurons was found 
using internal cross-validation by evaluating 
several models with the various numbers of 
neurons (two to twenty). The model with the 
lowest error was selected.

Statistics
The developed prediction models were 

quantitatively evaluated using the three com-
mon indices sensitivity, specificity, and accu-
racy defined as:

100TPSensitivity
TP FN

= ×
+

                       (1)

100TNSpecificity
TN FP

= ×
+

                      (2)

100TP TNAccuracy
TP TN FP FN

+
= ×

+ + +
     (3)

where the parameters TP, TN, FP, and FN 
are defined as follows:

TP: Number of subjects with breast cancer 
that were correctly classified by the model. 

TN: Number of healthy subjects that were 
correctly classified by the model.

FP: Number of healthy individuals that were 
incorrectly identified subject with breast can-
cer by the model.
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FN: Number of cases with breast cancer that 
were incorrectly identified as healthy cases by 
the model.

Statistical comparison of the values obtained 
for each performance index was conducted 
using the Friedman test at a 5% significance 
level.

Results
The performances of the models in terms of 

the three evaluation indices used are summa-
rized in Table 1. The values presented in the 
Table 1 were estimated using 10-fold cross-
validation, leading to an unbiased evaluation 
of the models and ultimately an examination 
of their generalization ability. Graphical com-
parisons of the developed prediction models in 
terms of the three indices sensitivity, specific-
ity, and accuracy are provided in Figure 1.

The relative importance measure for each 

feature estimated using the RF model is plot-
ted in Figure 2. Gini importance (average im-
purity decrease) method was used to compute 
feature importance.

Discussion
This paper presents three models for predict-

ing breast cancer via the history of exposure to 

Figure 1: Graphical comparisons of the three developed prediction models in terms of sensitiv-
ity (a), specificity (b), and accuracy (c). 

Sensitivity 
(%)

Specificity 
(%)

Accuracy 
(%)

MLP 97.2±2.25 97.8±2.5 97.4±1.4
SVM 97.3±2.5 96.4±2.3 97.1±2.1
RF 99.6±1.3 98.4±2.1 99.0±1.1

MLP: Multilayer perceptron, SVM: Support Vector Machine, 
RF: Random Forest

Table 1: Mean±standard deviation for the 
performance indices of models developed 
for predicting breast cancer.
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ionizing and non-ionizing radiation (including 
blue light and screen time issues) parameters. 

The results provided in Table 1 and Figure 
1 show that the three models performed well 
for correctly classifying cases with breast can-
cer and the healthy ones as the average sen-
sitivity >97.2% and the average specificity  
>96.4%. These values show that the developed 
machine learning models and the features used 
to represent each case were effective. 

Statistical analysis of comparing the perfor-
mance of the developed methods revealed that 
there is no statistically significant difference 
between the performances of the developed 
models. Nevertheless, the median value for 
the sensitivity of the RF-based model is 100% 

which showed that the model categorized the 
majority of cancer cases correctly. The median 
value for the sensitivity of this model is 100% 
as well.

There are several reasons why the developed 
models performed well in this study. The pre-
dictors are effective; a key step in developing 
a machine learning model is selecting a set 
of good features that represent each example 
well. The features employed in this work were 
selected based on the literature and authors’ 
previous study that revealed the effective-
ness of these parameters on the risk of breast 
cancer. The data was collected carefully and 
precisely. Data is the backbone of develop-
ing machine learning models. As discussed in 

Figure 2: The relative variable importance for the parameters.
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the previous section, data was collected using 
a standard questionnaire, cases and controls 
were age-matched in an age-decade category, 
and were matched for family history of breast 
cancer. Finally, the robustness of the models 
used could be another reason as they per-
formed well in several medical applications 
[18-22].

The relative importance measure for each 
feature estimated using the RF model is plot-
ted in Figure 2. Gini importance (average im-
purity decrease) method was used to compute 
feature importance. As shown, the most three 
important risk factors are “Exposure to BTS”, 
“Number of Cellphones” and “Age”; this 
funding is according to the results of previous 
studies [27-29]. These overlaps with previ-
ous researches support the hypothesis that the 
developed model correctly identified relevant 
susceptibility for breast cancer due to expos-
er to ionizing and non-ionizing radiation. In 
terms of applications, the findings described 
here can be used to predict the risk of breast 
cancer based on exposure parameters (previ-
ous history of exposure to ionizing and non-
ionizing radiation and particularly exposure to 
digital screens and blue light). Limitations of 
our work include limited sample size, retro-
spective design, and recall bias.

Conclusion
We described the development and applica-

tions of machine learning models for predict-
ing the risk of breast cancer based on exposure 
parameters (history of exposure to ionizing 
and non-ionizing radiation and particularly 
exposure to digital screens and blue light). The 
results showed that RF, SVM, and MLPNN 
are capable of discriminating subjects with 
breast cancer and the healthy cases with rela-
tively high-performance values, mean sensi-
tivity >97.2%, mean specificity >96.4%, and 
average accuracy >97.1%. Further, we found 
that the three risk factors “Exposure to BTS”, 
“Number of Cellphones” and “Age” are the 
most important.
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