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Introduction

Cancer patients can be treated by radiation alone or by combined 
methods with surgery or treatment by chemicals, immunological 
and genetic treatment [1]. Radiation remedy is a stable procedure 

of cancer remedy. Several kinds of radiotherapy are determinate today, 
diverse in the kinds of radiation delivery. One method of irradiation uses 
a linac [2].  Monte Carlo method is an actuarial simulation technique. 
Monte Carlo technique can model the physical processes involved in 
radiation therapy and is strong in behavior with any complex geometry 
[3-4].

Many studies have been executed in photon fields with various lin-
acs by various codes such as Monte Carlo N-Particle transport code 
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ABSTRACT
Objective: The aim of the present study is to simulate 6 MV and 18 MV photon 
beam energies of a Siemens Primus Plus medical linear accelerator (Linac) and to 
verify the simulation by comparing the results with the measured data. 
Methods: The main components of the head of Siemens Primus Plus linac were 
simulated using MCNPX Monte Carlo (MC) code. To verify the results, experimental 
data of percentage depth dose (PDD) and beam dose profile for 5 × 5 cm2, 10 × 10 
cm2 and 20 × 20 cm2 field sizes were measured and compared with simulation results. 
Moreover, gamma function was used to compare the measurement and simulation 
data. 
Results: The results show a good agreement, within 1%, was observed between 
the data calculated by the simulations and those obtained by measurement for 6 MV 
photon beam, while it was within 2% for 18 MV photon beam, except in the build-up 
region for both beams. Gamma index values were less than unity in most data points 
for all the mentioned energies and fields. To calculate the dose in the phantom, cells 
were selected in different modes, one of the modes due to the lack of dose gradient 
and overlapping, produced better results than others produce. 
Conclusion: There was good settlement between measured and MC simulation 
values in this research. The simulation programs can be used for photon modes of 
Siemens Primus Plus linac in conditions in which it is not possible to perform experi-
mental measurements.
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Radiotherapy, Siemens Primus plus Linac, MC Simulation, 6 and 18 MV Pho-
ton Beams, Gamma Function
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(MCNP), electron gamma shower (EGS4), 
GEANT4 and penetration and energy loss of 
positrons and electrons (PENELOPE). For ex-
ample, recently Al Jamal and Zakaria obtained 
dose distribution produced by 6 MV photon 
beam of Siemens Primus linear accelerator 
through simulating this linac [5]. The differ-
ence between simulation and measurement re-
sults was 2%. 

Grevillot et al. used GEANT4 method to 
simulate 6 MV photon beam of an Elekta linac 
[6]. Sardari et al. computed depth dose of Sie-
mens primus linac using Geant4 [7]. There was 
good settlement between the measured and 
the MC simulations data for 6 MV photons, 
and there is a minimum statistical discrepancy 
between the data. Siemens Primus linac was 
modeled in its 15 MV mode with MCNPX 
code in the thesis of Becker [8]. Additionally, 
major components of head of 15 MV photon 
beam of Siemens linac were simulated in the 
thesis of Mohammadi and the results were 
published. This calculation is performed using 
MCNPX Monte Carlo code [9].

Although many studies have been carried 
out in different photon fields with different lin-
acs, a few studies have used Siemens Primus 
Plus accelerator at higher energies (18 MV). 
For this reason, this accelerator was selected 
in this study. The aim of the present study is 
to simulate 6 MV and 18 MV photon beam 
energies of a Siemens Primus Plus linac and to 
verify the simulation by comparing the results 
with the measured data.

Material and Methods
In this study, a Siemens Primus Plus medi-

cal linac was simulated by MCNPX code. This 
machine has two treatment modes: photon and 
electron. The photon mode in this machine has 
two nominal energies: 6 and 18 MV, and works 
with six nominal electron energies: 6, 8, 10, 
12, 15 and 18 MeV. Matching the task group 
report No. 105 (TG‑105) reportage by the 
American community of Physicists in Medi-
cal profession, measurement should be done 

under the same situation as the MC simulation 
[14]. The linac head geometry was modelled 
using MCNPX 2.7.0 MC code. Water phan-
tom was defined as a cube with dimensions of 
50 cm × 50 cm × 50 cm, the surface of which 
was 100 cm far from the source [11].

The electron source was considered as a 2 
mm radius tablet, producing electrons with a 
Gaussian energy distribution. The optimized 
energy of the electron spectrum was selected 
within  ± 0.2 MeV energy range self-relative 
to the manufacturer-provided energy spec-
trum. The selection of the optimized energy 
was firmly fixed on the settlement of build‑up 
depth specified from MC simulations with em-
pirical measurement [9].

The target is of cylindrical scheme with a 
height of about 1.5 cm and a diameter of ap-
proximately 3 cm. The simulated geometry of 
the linac head is shown in Figure 1. The mod-
elling included target, absorber, primary col-
limator (PC), photon dose chamber, flattening 
filter (FF) and jaws. The material components 
of the linac head are given in Table 1. 

In this accelerator, the flattening filter which 
is made of stainless steel, is more complex for 
18 MV photon beam, and different from that 
which is used for 6 MV photon beam as listed 
in Tables 2 and 3. The mirror is aligned along 
the gun-target axis and the top of the mirror is 
tilted towards the target. The primary collima-
tor is made of tungsten and is located directly 
under the target having a height of about 6.52 
cm and an extrinsic diameter of about 7.5 cm. 
The absorber is made of Aluminium and is po-
sitioned inside the primary collimator closely 
under the target. It is 1.27 cm high and has a 
maximum diameter of slightly less than 2 cm. 

In the present study, MC simulations were 
run using a personal computer with Intel(R) 
processor of core i7™, with 4.00 GHz speed, 
and a 64-bit operating system. The energy cut-
off and the cell importance were selected as 
variance reduction methods. The cell impor-
tance for both electrons and photons were set 
at one for all program cells, but 100 for tally 

334



J Biomed Phys Eng 2017; 7(4)

www.jbpe.org Monte Carlo-Photon Mode

cells inside the phantom. A total of 2 × 109 par-
ticles were run in the simulation of accelerator 
head for 5 × 5 cm2, 10 × 10 cm2 and 20 × 20 
cm2 field sizes. 

Moreover, the energy cut-off for electron 
and photon were set to be 500 keV and 10 keV, 

respectively. F6 tally was used for calculating 
the average energy in cells and *F8 tally for 
that of energy deposition. In the build-up re-
gion, *F8 tally value was divided by the mass 
of the tally cell to obtain the energy deposition 
per unit mass of the tally voxel. For F6 tally 
results, the maximum statistical type A uncer-
tainty in MC calculations was 0.3%, while for  
*F8 tally was 0.8%. The mesh tally method 
was also used as a supportive measure, with 
several programs implemented. 

For computing the percentage depth dose 
(PDD) in cells, we selected some cylinders 
with radius of 1 cm for different fields. The 
height of these cylinders ranged from 1 mm 
to 10 mm inside the phantom, perpendicular 
to the surface of the phantom. For better con-
sequences, voxels with disparate sizes were 
used, for example in the build-up area; the 
cells were much smaller than the cells in the 
tail area of PDD curve. 

 

 

 
Figure 1: Schematic view of Siemens Primus plus (KD2) accelerator in photon mode (Y-Z view) 
for: 6 MV photon beam (a); and for 18 MV photon beam (b).

Element Material
Jaws Tungsten 
Mirror Silicon oxide (SiO2) 
Target Gold 
Absorber Aluminium 
Flattening filter Stainless steel alloy (SST-303) 
Primary collimator Tungsten 
Photon dose chamber Aluminium oxide (Al2O3-alumina) 

Table 1: The material components of the lin-
ac head for 6 MV and 18 MV photon beam 
energies of a Siemens Primus Plus
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The radius of the cells in the phantom was 
selected to be one tenth of the field size, so that 
better results for PDD could be obtained [12]. 
The PDD value gives lone section of the in-
formation needed for a correct dose inside the 
phantom. For this reason, data related to the 
curve of dose profile were obtained. The beam 
profile is very significant in the credibility of 
Monte Carlo simulation because it renders 
information about the veracity of building of 
each component in the linear accelerator head. 
The main components, which have a main ef-
fect on the beam profile, are flattening filter 
and secondary collimators. Any variation on 
size or situation of one of these components 
will affect directly the shape of beam profile 
[5].

Therefore, dose profiles for 5 × 5 cm2, 10 × 
10 cm2 and 20 × 20 cm2 field sizes were ob-
tained at different depths. Moreover, in order 
to calculate the dose profile inside the phan-
tom, cells in different modes were selected; in 
the first case, cells were cylinders with radius 
of 2 mm and length of 1 mm in the direction of 
X-axis arrayed along X-axis at different depths 
in the phantom (X-axis is parallel to the phan-
tom surface and Z-axis is perpendicular to the 
phantom surface). In these calculations, the 

maximum statistical type A uncertainty in MC 
calculations was 8%. 

In the second mode, cells were cylinders with 
1 mm radius and 2 mm length in the direc-
tion of X-axis arrayed along X-axis at different 
depths of the phantom for different field sizes; 
and the maximum statistical type A uncertainty 
in MC calculations was 7%. The third mode of 
the cells was sticking together and they were 
cylinders with 1 mm radius and 10 mm length 
in the direction of Y-axisto be arrayed along 
X-axis at different depths of the phantom for 
different field sizes; and the maximum statisti-
cal type A uncertainty in  MC calculations was 
6%. In the fourth mode of cells, they were not 
sticking together, were cylinders with 1 mm 
radius and 10 mm length in the direction of 
Y-axis, and were arrayed along X-axis for dif-
ferent field sizes, located at different depths of 
the phantom; and the maximum statistical type 
A uncertainty in MC calculations was 3%. The 
fourth mode produced better results with few-
est discrepancies because it lacked gradient 
dose and overlapping (directions marked in 
Figure 1).

In order to evaluate the accuracy of dose cal-
culations performed by MC modelling of a lin-
ear accelerator head, calculations with direct 

Layer Number of layer Number of cones Material

1 PC 1 1 Tungsten
2 PC 2 1 Tungsten, air
3 PC 3 1 Tungsten, air
4 PC 4 1 Tungsten, air
5 PC 5 1 Tungsten, air

5 PC+ 1 FF 6 2 Stainless steel, tungsten, air
6 PC+1 FF 7 2 Stainless steel, tungsten, air
6 PC +2 FF 8 2 Stainless steel, tungsten, air
6 PC +3 FF 9 2 Stainless steel, tungsten, air

4 FF 10 1 Stainless steel, air
5 FF 11 1 Stainless steel, air
6 FF 12 1 Stainless steel, air

Table 2: Flattening filter (FF) and primary collimator (PC) parameters for 6 MV photon beam
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measurement are needed. For this purpose, ex-
perimental measurement of data for PDD and 
dose profile was performed in a cubic phan-
tom using PTW Semiflex 31010 ionization 
chamber. Uncertainty is the parameter that 
describes the distribution of measured values 
of a quantity. To reduce MC uncertainties for 
each program with 2 billion particles, twenty 
programs (with different random seed num-

bers for each mode) were run using DBCN 
card in MCNP. 

These repeated programs reduce the total 
uncertainty, and the total uncertainty is calcu-
lated as follows:

2 2 2
2 2 21 2
1 2Total uncertainty m

m
n n n
N N N

σ σ σ     = + +…+     
     

   (1)

Layer Number of layer Number of cones Material

1 PC 1 0 Tungsten, air
1 PC+1 abs 2 0 Aluminium (Al), tungsten
1 PC+ 2 abs 3 0 Aluminium (Al), tungsten
1 PC+ 3 abs 4 0 Aluminium (Al), tungsten
1 PC+ 4 abs 5 0 Aluminium (Al), tungsten

2 PC 6 0 Air, tungsten
3 PC 7 0 Air, tungsten

3 PC + 0 FF 8 1 Stainless steel, tungsten, air
3 PC + 1 FF 9 1 Stainless steel, tungsten, air
3 PC + 2 FF 10 1 Stainless steel, tungsten, air
4 PC+ 2 FF 11 1 Stainless steel, tungsten, air
4 PC+ 3 FF 12 1 Stainless steel, tungsten, air
5 PC+ 3 FF 13 1 Stainless steel, tungsten, air
5 PC + 4 FF 14 1 Stainless steel, tungsten, air
6 PC + 4 FF 15 1 Stainless steel, tungsten, air
6 PC + 5 FF 16 1 Stainless steel, tungsten, air
6 PC + 6 FF 17 2 Stainless steel, tungsten, air
6 PC + 7 FF 18 3 Stainless steel, tungsten, air
6 PC + 8 FF 19 3 Stainless steel, tungsten, air
6 PC + 9 FF 20 3 Stainless steel, tungsten, air
6 PC+10 FF 21 3 Stainless steel, tungsten, air
6 PC+11 FF 22 3 Stainless steel, tungsten, air
6 PC+12 FF 23 3 Stainless steel, tungsten, air
6 PC+13 FF 24 3 Stainless steel, tungsten, air

14 FF 25 2 Stainless steel, air
15 FF 26 2 Stainless steel, air
16 FF 27 2 Stainless steel, air
17 FF 28 2 Stainless steel, air

Table 3: Flattening filter (FF), primary collimator (PC) and absorber (abs) parameters for 18 MV 
photon beam
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Where n1, n2, etc. are the number of particles 
in each program and m is the total number of 
programs. Furthermore, N is the total number 
of particles in all programs. σ1, σ2, etc. are un-
certainties in programs No. 1, 2, etc. 

The percentage depth dose (PDD) was nor-
malized against the maximum dose and plot-
ted for 5 × 5 cm2, 10 × 10 cm2 and 20 × 20 cm2 
field sizes for 6 MV and 18 MV photon beams 
as shown in Figure 2 and Figure 3. Dose pro-
file was normalized to the midpoint and plot-
ted for 5 × 5 cm2, 10 × 10 cm2 and 20 × 20 cm2 
field size at dmax, 5 cm and 10 cm for 6 MV 
and 18 MV beams as is shown in Figures 4 and 
5. The discrepancy between the results of cal-
culations and measurements can be expressed 
according to:

exp

exp

100 ( )MCV V
V
−

∆ = ×      (2)

Where VMC is the value calculated by MC 

simulation and Vexp is the experimental value. 
Gamma function was also used to compare 
MC with the experimental data.

PDD and Dose Profile Comparisons 
using Gamma Function

The comparisons of PDD and dose profile 
values acquired by MC simulations and mea-
surements were done by the calculation of 
gamma function. This function is a helpful 
tool for analogy of two dose distributions: one 
as the computed dose distribution that should 
be evaluated. Gamma function combines two 
criteria, which have been previously used in 
comparisons of two dose distributions: the 
percentage dose difference (DD) in terms of 
percentage, and distance to agreement (DTA) 
in terms of mm. When only dose difference 
is used, it is sensitive in high-dose gradient 
regions. However, DTA criterion is sensitive 
in low-dose gradient regions; therefore, it is 
useful to combine both criteria for the calcu-

 

 

 

Figure 2: PDD value from simulation and 
measurement results versus depth for 6 MV 
photon beam. (a): for 5 × 5 cm2 field; (b): for 
10 × 10 cm2 field; (c): for 20 × 20 cm2 field. 
To avoid overlapping of the curves, the data 
were multiplied by factors (0.8, 1 and 1.2, re-
spectively).

 
 

 

Figure 3: PDD value from simulation and 
measurement results versus depth for 18 
MV photon beam. (a): for 5 × 5 cm2 field; 
(b): for 10 × 10 cm2 field; (c): for 20 × 20 cm2 
field. To avoid overlapping of the curves, the 
data were multiplied by factors (0.8, 1 and 
1.2, respectively).
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Figure 4: Beam dose profile from calculation 
and measurement for 6 MV photon beam. 
(a): for maximum depth; (b): for 5 cm depth; 
(c): for 10 cm depth. To avoid overlapping of 
the curves, the data were multiplied by fac-
tors (0.8, 1 and 1.2, respectively).

 
 

 

Figure 5: Beam dose profile from calculation 
and measurement for 18 MV photon beam. 
(a): for maximum depth; (b): for 5 cm depth; 
(c): for 10 cm depth. To avoid overlapping of 
the curves, the data were multiplied by fac-
tors (0.8, 1 and 1.2, respecively).
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lation of a dual gamma function. Gamma in-
dex (function) has two edgy values: 0 and 1. 
Gamma functions between zero and unity are 
considered as pass or agreement, while gam-
ma values higher than unity are considered as 
fail or disagreement. The followings are its 
mathematical composition related to gamma 
function calculation:

{ } { }(r ) min (r , r ) rr r e eγ = Γ ∀       (3)

2 2

2 2
max max

(r , r ) (r , r )(r , r ) r e r e
r e

r
d D

δ
Γ = +

∆ ∆
    (4)

(r , r ) r r (r , r ) (r ) (r )r e e r r e e e r rr D Dδ= − = −    (5)

( , ) 1r er rΓ =    (6)

γ(rr) is acceptable for 0 ≤ γ(rr) ≤ 1  and is 
not acceptable for γ(rr) > 1. The dose-differ-
ence criterion is ∆Dmax, and the DTA criterion 
is ∆dmax. The passing criteria shown for the 
examples are ∆Dmax =3% and ∆dmax = 3 mm 
based on our internal clinical standards for 
photon beams. δ represents the difference be-
tween the measured and calculated doses [12]. 
In order to calculate gamma function, PDD 
values from MC simulation were incorporated 
in a text file. PDD values acquired by mea-
surement were also incorporated in another 
text file. The two text files then were processed 
by gamma function calculation software as 
input files to calculate gamma indices versus 
depth (mm) for the two relative dose distribu-
tions. In the present study, the gamma func-
tion software provided by DOSIsoft Company 
was used to calculate one-dimensional gamma 
indices. The software is called gamma_index.
exe and works in Gnuplot software (version 
4.4 patch level 3, Geeknet Inc. Fairfax, VA, 
USA) environment. DD and DTA criteria were 
set, respectively, as 3% and 3 mm in gamma 
index calculations by gamma-index software 
[13‑15].

Results and Discussion
The simulated PDD values for 5 × 5 cm2, 

10 × 10 cm2 and 20 × 20 cm2 field sizes were 
compared with those measured in water for 6 
MV and 18 MV as shown in Figure 2 and 3, 
respectively. It should be mentioned that the 
PDD for 5 × 5 cm2 and 20 × 20 cm2 were mul-
tiplied by factors of 0.8 and 1.2, respectively, 
in order to be distinguished from the PDD for 
the 10 × 10 cm2 field. 

For PDD of 6 MV and 18 MV energies, the 
measured and simulated data for the depths 
outside dmax had a good settlement, less than 
2% difference, so that at 6 MV, the difference 
between the dose calculated by MC and the 
results from in-phantom measurement was 
less than 1%, except in the build-up area. The 
same is true for 18 MV beam with a difference 
of less than 2%, except for the build-up area. 
In the build-up region, the difference was 4% 
for the 6 MV photon beam and 8% for the 18 
MV photon beam. To have more accurate re-
sults, vowels with various sizes were used, for 
example, in the build up region, vowels were 
much smaller than those in the distal part of 
PDD curves were. The radius of the cells in 
phantom was selected to be one tenth of the 
field size, so that more accurate results for 
PDD could be obtained than expected [13].

Figures 4 and 5 present dose profiles for 6 
MV and 18 MV energies at different depths, 
specified by measurement and MC simulation 
for 5 × 5 cm2, 10 × 10 cm2 and 20 × 20 cm2 
field sizes. The dose profiles show a nearly 
good agreement with the measurement for 
all depths. Additionally, the configuration of 
the simulated dose profile matches well the 
measurement at the central area of dose pro-
file. Moreover, in order to calculate the dose 
profile inside the phantom, cells in different 
modes were selected. In the first case, cells 
were selected as cylinders with radius of 2 
mm and length of 1 mm in the direction of X-
axis arrayed along X-axis at different depths 
in the phantom (X-axis is parallel to the phan-
tom surface and Z-axis is perpendicular to the 
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phantom surface). In the second mode, cells 
were cylinders with 1 mm radius and 2 mm 
length in the direction of X-axis arrayed along 
X-axis at different depths of the phantom for 
different field sizes. 

The third mode, cells were sticking together 
and they were cylinders with 1 mm radius and 
10 mm length in the direction of Y-axis that 
were arrayed along X- axis at different depths 
of the phantom for different field sizes. The 
fourth mode, cells were not sticking together 
and the cylinders with 1 mm radius and 10 mm 
length in the direction of Y-axis, which were 
arrayed along X‑axis for different field sizes, 
located at different depths of the phantom. 
The fourth mode produced better results with 
fewest discrepancies because it lacked gradi-
ent dose and overlapping. In a practical case, a 
dosimeter used for the calculation of dose pro-
file is a cylinder perpendicular to X-axis, in the 
direction of Y-axis. For this reason, the fourth 
mode was considered for dose profile cells, 
and this method resulted in a good agreement 
between measurement and the Monte Carlo 
calculations. 

The settlement in the penumbral area was 
better for 6 MV beam compared with 18 MV 
beam. The simulated PDD for 6 MV and 18 
MV photon beam for 5 × 5 cm2, 10 × 10 cm2 
and 20 × 20 cm2 field sizes were compared 
with measurement values by gamma function 
as shown in Figures 6 and 7, respectively. The 
dose profile data for 5 × 5 cm2, 10 × 10 cm2 
and 20 × 20 cm2 field sizes were compared 
with measurement values by gamma function 
as shown in Figures 8 and 9.

For PDD and dose profile data, the agree-
ment was acquired between two sets of data 
for both energies for all field sizes. For exam-
ple, dose profile more than 90% of the points 
of the simulations had gamma values less than 
unity and for PDD nearly all data of the points 
of the simulations had gamma values less than 
unity. In this situation, the difference between 
MC and measurement of PDD values were 
within 1% in the tail region of PDD curve. 

Gamma function assessment shows that there 
was generally a good settlement between the 
measured and calculated PDD data. In gamma 
function calculations, the dose difference and 
the distance to agreement criteria were 3% and 
3 mm, respectively. A gamma value of equal 
to or less than 1.00 means that these two dose 
data sets are in agreement [14]. The measured 
and calculated amounts of self-relative dose at 
depths of 4 and 5 cm, and the ratio of dose for 
6 MV and 18 MV photon beams for 10 × 10 
cm2 field sizes at depths of 20 cm and 10 cm 
(D20/D10) are compared in Tables 4 and 5. The 
discrepancy between simulated and measured 
data in these depths is very scant, and the ratio 
of D20/D10 is negligible. DD and DTA indices 
used in calculation gamma functions were re-
spectively set as 3% and 3 mm.

Monte Carlo-Photon Mode

4 cm 5 cm D20/D10

Simulation 90.1±1.7 86.6±1.1 0.59±0.05
Measurement 90.9±1.2 86.7±1.6 0.58±0.02

Table 4: Calculated and measured data of 
PDD (%) for 6 MV photon beam for 10 × 10 
cm2 field at depths of 4 and 5 cm and D20/
D10, which is the ratio of depth doses on the 
central axis, at 20 cm and 10 cm depths, re-
spectively.

4 cm 5 cm D20/D10

Simulation 98.3±1.8 94.6±1.8 0.66±0.01
Measurement 98.4±1.9 94.7±1.2 0.65±0.04

Table 5: Calculated and measured data of 
PDD (%) for 18 MV photon beam for 10 × 10 
cm2 field at depths of 4 and 5 cm (%) and 
D20/D10, which is the ratio of depth doses on 
the central axis, at 20 cm and 10 cm depths, 
respectively.
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Figure 6: Gamma index values versus depth (mm) in phantom for various fields for comparison 
of PDD values. Parts (a), (b) and (c) in the figure are related to 6 MV photon energy, for 5 × 5 
cm2, 10 × 10 cm2, 20 × 20 cm2 fields, respectively.
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 Figure 7: Gamma index values versus depth (mm) in phantom for various fields for comparison 
of PDD values. Parts (a), (b) and (c) in the figure are related to 18 MV photon energy, for 5 × 5 
cm2, 10 × 10 cm2 and 20 × 20 cm2 fields, respectively.

Monte Carlo-Photon Mode
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Figure 8: Gamma index values versus off-axis distance in phantom (mm) for various fields. Parts 
(a), (b) and (c) are related to 6 MV photon beam at dmax for 5 × 5 cm2, 10 × 10 cm2 and 20 × 20 
cm2 fields, respectively. Parts (d), (e) and (f) in the figure are related to 6 MV photon beam at 
5 cm depth for 5 × 5 cm2, 10 × 10 cm2 and 20 × 20 cm2 fields. Similarly parts (g), (h) and (i) are 
related to 6 MV photon beam, at 10 cm depth for 5 × 5 cm2, 10 × 10 cm2 and 20 × 20 cm2 fields.

Conclusion
In this study, the simulation of Siemens Pri-

mus Plus linear accelerator was performed 
for beam energies of 6 and 18 MV, values of 
PDD and dose profiles were obtained. The 
optimized energy of electron spectrum was 
selected within ± 0.2 MeV energy range self-
relative to the manufacturer-provided energy 
spectrum. The selection of the optimized en-
ergy was firmly fixed on the settlement of 
build-up depth determined from empirical 
measurement with MC simulations. For PDD, 
the difference between calculated and mea-
surement values for 6MV and 18 MV energies 
was within 2%. 

For PDD of 6 MV and 18 MV energies, the 
measured and simulated data for the depths 
outside dmax had a good settlement, less than 
2% difference, so that at 6 MV, the difference 

between the dose calculated by MC and the re-
sults from in-phantom measurement was less 
than 1%, except in the build-up area. The same 
is true for 18 MV beam with a difference of 
less than 2%, except for the build-up area. In 
the build-up region, the difference was 4% for 
6 MV photon beam and 8% for 18 MV photon 
beam.

 In dose profile results, the agreement be-
tween MC and measured values were not 
very significant, particularly in the boundary 
points, this point is observed in some studies 
[16]. Since the comparisons proved this mod-
eling credible, for 18 MV accelerators photon 
energy, one can study dose repartition in dif-
ferent geometries and assessment the neutron 
dose received by the patient. Simulation pro-
grams can be used for photon modes of Sie-
mens Primus Plus linac in situation which is 

Dowlatabadi H., Mowlavi A. A., Ghorbani M., Mohammadi S.
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Figure 9: Gamma index values versus off-axis distance in phantom (mm) for various fields. Parts 
(a), (b) and (c) are related to 18 MV photon beam at dmax for 5 × 5 cm2, 10 × 10 cm2 and 20 × 20 
cm2 field, respectively, Parts (d), (e) and (f) in the figure are related to 18 MV photon beam at 5 
cm depth for 5 × 5 cm2, 10 × 10 cm2, 20 × 20 cm2 field. Similarly parts (g), (h) and (i) are related 
to 18 MV photon beam, at 10 cm depth for 5 × 5 cm2, 10 × 10 cm2, and 20 × 20 cm2 field.

not pragmatic to perform in-phantom or in-
patient measurement.
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