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ABSTRACT

Background: Arabic Sign Language (ArSL) recognition remains limited in terms
of technological development, compared to American Sign Language (ASL). This
disparity restricts communication accessibility for individuals with hearing impair-
ments in Arabic-speaking regions, in offline environments with limited computational
resources.

Objective: This study aimed to develop a robust offline recognition system for
ArSL by integrating Principal Component Analysis (PCA) for dimensionality reduc-
tion, Scale-Invariant Feature Transform (SIFT) for feature extraction, and Convolu-
tional Neural Networks (CNNs) for gesture classification.

Material and Methods: This experimental, quantitative research used a cu-
rated dataset of ArSL gestures, obtained from Kaggle. Preprocessing involved normal-
ization, contrast enhancement, and noise reduction. SIFT was used to extract invari-
ant features, while PCA reduced computational complexity. CNN architectures were
trained to recognize gestures, assessed using accuracy, precision, recall, F1-score, loss,
confusion matrix, and Receiver Operating Characteristic (ROC) curve.

Results: The system achieved an accuracy of 86.64%, surpassing conventional
models, such as SIFT combined with Support Vector Machines (SIFT+SVM) (84.45%).
The integration of PCA and SIFT enhanced recognition efficiency and reduced model
complexity. Deep learning methods showed superior adaptability and precision across
gesture types.

Conclusion: This study presents a robust offline ArSL recognition system that en-
hances communication, education, and social participation for individuals with hear-
ing impairments in Arabic-speaking regions.
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Introduction
he Arabic Sign Language (ArSL) is heavily employed for com-
munication among deaf persons in Arabic-speaking areas. ArSL
recognition faces significant challenges, mainly due to the con-
siderable variation and complexity found in sign languages [1]. This
study aimed to develop a robust offline recognition system, considering
the linguistic and cultural variations in Arabic-speaking communities.
The previous research mostly concentrated on American Sign
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Language (ASL), often for real-time applica-
tions [2], while studies addressing ArSL espe-
cially in offline settings, remain scarce [1,3].
Offline ArSL recognition is an essential facet
of accessibility, flexibility, and robustness, es-
pecially in an environment of intermittent in-
ternet connectivity. The current work stresses
the need to create an ArSL recognition tool
that can work offline, enabling individu-
als with hearing impairments to communi-
cate comfortably in varied situations without
any dependency on a networked resource.
Unlike some other gesture-based communica-
tion languages, such as ASL or British Sign
Language (BSL), ArSL has received little at-
tention in the development of computer-based
recognition systems. Principal Component
Analysis (PCA) is taken into account for the
dimensionality-reduction step, while Scale-
Invariant Feature Transform (SIFT) is selected
to extract stable image features that are robust
against variations in illumination, scale, and
rotation [4]. Hence, the system decreases the
computation while increasing the reliability
of its recognition. Furthermore, this study de-
parts from the conventional Support Vector
Machines (SVM) discriminative mechanisms
for deep mechanisms, especially Convolution-
al Neural Networks (CNNs), because of their
stronger ability to learn high-level complex
patterns from gesture data [5].

In the present study, the principal aim is to
investigate whether combining PCA, SIFT,
and deep learning models can help increase
the accuracy and efficiency of offline ArSL
recognition systems. More specific objectives
include (1) improving the accuracy of deep
learning algorithms for ArSL gesture recogni-
tion, (2) preprocessing ArSL images and ex-
tracting significant features, and (3) assessing
the accuracy of the developed system through
standard performance measures.

The significance of this study extends be-
yond technical innovation. By addressing
the lack of effective offline ArSL recognition
tools, the research promotes communication

accessibility and social inclusion for individu-
als with hearing impairments. Accurate ArSL
gesture recognition empowers users to engage
in educational settings, professional envi-
ronments, and daily social interactions. Ad-
ditionally, it enhances educational equity by
enabling students to receive content in a com-
prehensible format through translated ArSL
gestures [6].

This research contributes both technically
and socially by presenting a hybrid PCA—
SIFT-CNN model designed for offline ArSL
recognition. It responds to the needs of Ar-
abic-speaking deaf communities and lays
a foundation for inclusive, context-aware
assistive technologies.

ArSL recognition, however, is gaining more
attention to help improve the communication
between hearing-impaired persons [7]. It re-
mains lagging due to the linguistic specifici-
ties, prioritization of high-resource languages,
and lack of investment in research [8]. Hence,
this research fills all those gaps by interfacing
deep learning and dimensionality reduction to
establish an offline ArSL recognition system
for Arabic-speaking communities [9].

Resource limitations hinder robust recogni-
tion systems. ArSL research faces constraints:
lack of large annotated datasets [10], lim-
ited hardware access impeding deep learn-
ing [11], shortage of experts combining ArSL
linguistics and Machine Learning (ML) [12],
and scarce funding [12].

CNNs have transformed computer vision
tasks like classification. Their importance in
sign recognition stems from effectively repre-
senting spatial and temporal features [13].

While ASL research has advanced, ArSL
studies remain limited. Few applied dimen-
sionality reduction methods like PCA, which
optimizes feature representation [14]. This
study addresses that gap by combining PCA
with SIFT.

CNNs extract spatial features, while Recur-
rent Neural Networks (RNNs) address tempo-
ral dependencies. The DeepArSLR framework
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achieved promising performance [15].

Offline ArSL systems serve users in resource-
constrained settings [16]; pretrained model
adaptation improves performance. Multi-
modal systems integrating visual and kines-
thetic data enhance gesture recognition]; text-
to-ArSL translation facilitates bidirectional
communication [16].

Review studies highlight deep learning and
multimodal approaches, yet few focus on
ArSL [17]. Hybrid models are emerging, but
none have integrated SIFT with PCA for ArSL
character recognition. This research proposes
a novel, resource-efficient framework.

Material and Methods

Experimental Quantitative Research

This study adopts an experimental and quan-
titative design rooted in applied computer vi-
sion research. A curated dataset of ArSL ges-
tures was sourced as the foundation for system
development. It includes diverse samples from
multiple signers across various settings, with
annotated labels enabling supervised learning
tasks [18].

Preprocessing of the Images

The preprocessing techniques aimed to opti-
mize the input data for gesture recognition by
enhancing image clarity, ensuring visual con-
sistency, and reducing noise across all sam-
ples. These preprocessing techniques included
normalization, noise reduction using median
or Gaussian filters, and contrast enhancement
to ensure consistent feature quality across im-
ages [19, 20]. Figure 1 shows the preprocess-
ing steps, including raw image input, denois-
ing, contrast enhancement, and normalization.

Feature Extraction

This study employs SIFT for robust repre-
sentation of ArSL gestures and uses CNN-
based architectures to extract hierarchical fea-
tures from preprocessed images [21]. Models,
such as MobileNet, Visual Geometry Group

(VGG), and ResNet were explored, each le-
veraging multiple convolutional layers to
abstract spatial and temporal gesture patterns.

Dimensionality Reduction

To improve efficiency and mitigate over-
fitting, PCA was applied for dimensionality
reduction while preserving essential gesture
features.

Classification

CNNs were used for multi-class classifica-
tion due to their proven performance in image
tasks. Training involved optimizing model
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Figure 1: Arabic Sign Language (ArSL) Image
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parameters to accurately distinguish among
ArSL gesture classes.

Results

1. Experiments

1.1 Dataset

The ArSL dataset, obtained from Kaggle,
contains diverse gestures, including alpha-
bets, numbers, and expressions captured by
various signers under different conditions
[22]. Each gesture is manually labeled for
supervised learning. Preprocessing was ap-
plied to standardize lighting, background,
and image dimensions. A sample is shown in
Figure 2.

1.2 Comparison
Approaches

The proposed system surpasses existing
models, including Bidirectional Long Short-
Term Memoryand (BI-LSTM), Bag of Fea-
tures with Bag of Poses (BoF+Bop), SIFT
combined with Support Vector Machines
(SIFT+SVM), and 3D-CNN, by integrating
PCA and SIFT, which improve recognition
accuracy and reduce input complexity. PCA
compresses features while retaining key infor-
mation, and SIFT extracts distinctive gesture
traits, enhancing robustness [23]. Although

with Existing

SVMs provide a standard benchmark, deep
learning approaches yield superior results.

1.3 Deep Learning Methodologies
Consideration

CNNs outperform traditional classifiers like
SVM by automatically learning hierarchical
features from raw ArSL data [23]. Their adapt-
ability to gesture variations boosts both clas-
sification accuracy and scalability.

1.4 Performance Metrics Analysis

To comprehensively assess the recognition
system, standard evaluation metrics were used
to gauge accuracy, discriminatory power, and
reliability [23]. Accuracy indicates the pro-
portion of correctly classified ArSL gestures
among all samples.

Precision measures the rate of true positives
among predicted positives, highlighting the
system’s ability to reduce false alarms. Sen-
sitivity, or recall, measures how many of the
actual positive cases are correctly identified
by the model, showing how well the system
detects the right gestures [23]. F1-Score, the
harmonic mean of precision and recall, is es-
pecially useful in addressing class imbalance.

1.5 Additional Evaluation Metrics

Loss quantifies the gap between predicted
and actual values during training. Cross-
entropy loss was employed to penalize

Figure 2: Arabic Sign Language Dataset
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misclassifications and guide model optimiza-
tion. A downward trend across epochs signals
improved learning and reduced error [24]. A
confusion matrix provides a tabular compari-
son of predicted versus actual classes, where
diagonal entries represent correct predictions
and off-diagonal entries indicate misclassifi-
cations. It helps identify systematic errors for
model refinement [24]. Receiver Operating
Characteristic (ROC) curve analysis assesses
classifier performance across different thresh-
olds by plotting true positive rates against
false positive rates. A higher Area Under the
Curve (AUC) signifies better class separability
and supports threshold adjustment and model
tuning.

2. Experimental Results

In ArSL gestures, the system’s effectiveness
was evaluated using accuracy, loss, precision,
recall, Fl-score, confusion matrix analysis,
and ROC curve metrics. Key performance
results are presented in the following subsec-
tions.

2.1 Accuracy Rates

To validate the model’s ability to classify
previously unseen ArSL gestures, high accu-
racy rates were achieved on the test dataset.
As illustrated in Figure 3, the accuracy graph
compares training and test performance, dem-
onstrating the system’s generalizability across
datasets. Table 1 compares the proposed
method with existing approaches.

The comparison results show that the

proposed method has an efficient accuracy
over 5 epochs.

2.2 Loss Analysis

The wvalidation and training convergence
over successive epochs are illustrated by the
loss graph (Figure 4). For optimizing per-
formance and controlling prediction errors,
the ability of the model is indicated by the
decreasing trend in loss.

2.3 Confusion Matrix

As shown in Figure 5, the confusion matrix
offers detailed insights into the model’s clas-
sification performance across ArSL gesture
classes, identifying true positives, false posi-
tives, false negatives, and true negatives. It is
instrumental in detecting frequent misclassifi-
cations and guiding system improvements.

2.4 ROC Curve Analysis

The ROC curve plots the true positive rate
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Figure 3: Accuracy Graph

Table 1: Accuracy comparison between the proposed method and existing approaches

No. Method Reference Accuracy (%)
1 Bidirectional LSTM (BI-LSTM) [15] 85.56
2 Bag of Features + Bag of Poses (BoF+Bop) [25] 66.95
3 3D Convolutional Neural Network (3D-CNN) [26] 34.90
4 SIFT + Support Vector Machine (SIFT+SVM) This study 84.45
5 Proposed PCA-SIFT-CNN Hybrid Method This study 86.64

LSTM: Long Short-Term Memoryand, SIFT: Scale-Invariant Feature Transform, PCA: Principal Component Analysis
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against the false positive rate, illustrating the
trade-off between sensitivity and specificity. A
larger AUC indicates stronger discriminatory
power in recognizing ArSL gestures.

These results confirm the system’s robustness
and applicability in enhancing communica-
tion for individuals with hearing impairments
in Arabic-speaking contexts. Metric-based
optimization further supports its real-world
deployment.

Discussion
This study proposes a hybrid framework for

Loss Graph
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Figure 4: Loss Analysis Graph
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Figure 5: Confusion Matrix

ArSL recognition that integrates SIFT, PCA,
and CNNs for efficient offline usage. The
system is designed for low-resource environ-
ments and achieved 86.64% accuracy, outper-
forming other models, such as SIFT+SVM
(84.45%), BoF+Bop (66.95%) [25], and 3D-
CNN (34.9%) [26].

A high Fl-score and AUC (>0.92) validate
the model’s strong classification performance.
PCA reduced feature complexity, SIFT en-
sured invariance, and CNNs extracted deep
patterns for better generalization [26].

Unlike end-to-end models like BI-LSTM
and 3D-CNN [26] that require extensive data
and powerful hardware, the proposed hybrid
model delivers strong results under moderate
resource constraints—aligning with trends fa-
voring interpretable, efficient systems. Latif
etal. [27], MobileNetV2 enables real-time, of-
fline recognition, ideal for regions with limited
internet access. Future work may build by in-
tegrating skeletal or sSEMG data, as their study
demonstrated that combining visual inputs
with muscle activity signals improves gesture
recognition accuracy and robustness.

By developing an offline ArSL system, this
study aligns with the recommendations] to
create culturally inclusive, deployable solu-
tions that improve access for Arabic-speaking
deaf communities. Standard metrics (accura-
cy, precision, recall, F1-score, loss, and ROC)
and statistical tests (t-test, ANOVA) confirmed
significant improvements (P-value<0.05) and
strong model reliability [28].

Limitations include reliance on isolated ges-
tures, lack of signer-independent testing, and
exclusion of multimodal inputs. While PCA
enhances efficiency, it may discard subtle,
low-variance features. Overall, the PCA-
SIFT-CNN framework offers a robust, offline-
compatible ArSL solution, advancing socially
responsive assistive technologies.

Conclusion
This paper presents a novel approach for
ArSL recognition by integrating PCA-based

|
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dimensionality reduction, SIFT feature extrac-
tion, and deep learning. Experimental results
demonstrate that the proposed hybrid frame-
work outperforms standalone techniques in
terms of accuracy and efficiency. These find-
ings confirm the practicality and effectiveness
of combining handcrafted features with deep
models for ArSL recognition. Future work
will focus on expanding the gesture range and
dataset diversity to further enhance system
robustness and generalizability.

To advance the proposed system, future
work should focus on expanding the dataset to
include a broader range of ArSL gestures from
diverse regions and dialects, as well as explor-
ing multilingual sign language support. En-
hancing the model for real-time performance
and optimizing it for mobile or low-powered
devices will improve its practical deployment.
Incorporating temporal learning models, such
as LSTM networks, could enable recognition
of sequential and sentence-level gestures. Fi-
nally, usability should be prioritized through
intuitive interface design and active involve-
ment of the deaf community in testing, ensur-
ing the system remains accessible, relevant,
and effective in real-world contexts.
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