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ABSTRACT
This commentary examines the emerging role of conversational 
chatbots in medical education, particularly in terms of educating 
learners in empathy. Empathy is a key professional skill that 
impacts deeply both patient outcomes and patient satisfaction; 
yet, research indicates that its acquisition may decline in clinical 
training. Chatbots, as Artificial Intelligence (AI)-driven relational 
agents, offer safe and repeatable scenarios for practicing empathic 
communication, providing immediate feedback and opportunities 
for reflection without risk to real patients. However, their ability 
to manifest real empathy remains limited, raising ethical doubts 
about superficial learning. Other issues include cultural versatility, 
linguistic differences, and equal access to technology. Through a 
critical review of current literature and burgeoning evidence, this 
commentary highlights both potential benefits and limitations 
of chatbots as educational tools. The commentary advocates a 
systematic, evidence-based integration into medical curricula as a 
means of reinforcing traditional training while also protecting the 
inherent human aspect of empathy in care.
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Commentary

Interdisciplinary Journal of Virtual Learning in Medical Sciences

Chatbots and Empathy in Medical 
Education

Conversational chatbots, being one of the 
fast-growing fields of Artificial Intelligence 
(AI), have been increasingly implemented in 
healthcare and medical education (1). Such 
systems, equipped with natural language 
processing and adaptability, also pose a key 
question: will such systems be worthwhile in 
terms of educating medical students in empathy?

Empathy is a key aspect of medical 
professionalism, impacting markedly upon 
clinical outcomes, patient contentment, 
and therapeutic relationship quality (2, 3). 
However, studies conclude that medical 

students’ empathy tends to decline across 
their clinical studies, tantamount to a strong 
need for new educational interventions (4).

Traditionally, human-machine interaction 
began with programs like ELIZA in the 
1960s, showing that even simple algorithmic 
responses could garner relational interaction 
with users (5, 6). The early findings 
paved the way for building modern-day 
intelligent chatbots, now employing deep 
learning strategies and complex natural 
language processing to emulate human-like 
interactions. The “relational agents” now 
have the ability to provide students with real 
patient encounters in a controlled setting (7).  
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Recent systematic reviews show progressive 
chatbot implementation in healthcare 
contexts, especially in relation to patient 
education, care of chronic conditions, and 
mental health support; studies, though, are 
limited by small sample sizes and quasi-
experimental designs (8-10).

Teaching of empathy, particularly 
by chatbot interventions, has yielded 
encouraging early results. Initial research 
indicates that students who practice with 
chatbots pretending to be patients might 
improve their ability to recognize and respond 
to signs of emotion, at times being offered 
more correct feedback compared to human-
aided practice exercises (11). Chatbots, in 
general, also can offer repeated, controlled 
practice environments in which students 
might develop both nonverbal and verbal 
empathic responses, such as demonstrations 
of understanding, acknowledgment of 
feelings, and offering reassurance (12). 
Such studies, though, often take place in 
controlled environments such as labs and 
there is inconsistency in the use of validated 
measurement tools, such as Jefferson Scale 
of Physician Empathy (JSE) or Consultation 
and Relational Empathy (CARE) measure, 
that makes it more complicated to evaluate 
them (2, 3).

One of the more under-recognized yet 
critical areas is the chatbot contribution to 
“emotional learning.” Unlike traditional 
medical education, which often emphasizes 
theoretical models and communication 
guidelines, empathy requires an experiential 
understanding and a reflective affective 
involvement. Chatbots allow students to 
practice challenging encounters—including 
breaking bad news, reducing anxious patients, 
or addressing sensitive psychosocial issues—
without fear of negative consequences that 
might come with actual patient encounters (12, 
13). Through repeated exposure, it can develop 
mature empathic functions and enhance 
confidence in trying clinical encounters.

Nonetheless, doubts about chatbot-
mediated empathy remain. Human empathy 
includes affective experience, moral 

judgment, and cognitive insight, while AI 
programs replicate linguistic structures based 
on algorithmic abstraction. This can induce 
an “illusion of empathy,” in that the user 
experiences understanding and compassion 
that the program is unable to administer 
authentically (13, 14). Moral considerations 
are crucial: teachers should guarantee that 
students do not acquire shallow empathic 
habits nor over-depend on AI-mediated 
encounters at the expense of authentic 
patient interaction. In addition, the question 
of emotional transfer arises; it has yet to be 
scientifically demonstrated whether training 
with artificial agents effectively translates to 
interactions with human patients (4, 13).

Equal access is also a critical issue. 
Effective chatbot implementation is heavily 
dependent upon strong technological 
support, that is, good internet connectivity, 
suitable devices, and software literacy. In 
both developing and developed countries, 
resource disparities could induce differential 
educational opportunities, thereby generating 
a digital divide among learners (14).

Linguistic and cultural issues are also 
paramount. Chatbots are typically created 
by using English-based datasets that emulate 
Western cultural norms, which do not apply 
in non-Western cultures or in multilingual 
learning environments. Differences in 
communicative practices across cultures can 
affect how effectively chatbots foster empathy 
in their interactions (8).

Despite such hindrances, potential gains 
are significant. Chatbots can offer different 
scenarios of patients with immediate feedback, 
so that students can practice a variety of 
techniques of empathetic communication. 
Incorporating “serious games” and computer-
based simulations creates engaging, dynamic 
educational experiences in which empathy 
can be accurately rehearsed, evaluated, and 
fortified (15). Such methodologies were 
particularly useful during the COVID-19 
pandemic period, when availability of in-
person clinical environments was limited, 
thereby sustaining continued improvement 
of communication skill instruction (9).
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Future experimental studies should utilize 
rigorous methodologies, such as randomized 
controlled trials, to systematically compare 
balanced instructional models that integrate 
chatbot interactions with traditional in-class 
learning. Longitudinal studies also are 
instrumental in ascertaining durability of 
empathic capability over time. Additionally, 
research about nonverbal communication 
cues—observed vocal inflection, hesitations, 
facial, and body gestures—may enrich 
perceptions of chatbot interaction as real 
(13). Regulatory and moral guidelines 
should also be kept current relative to 
advancements in technology in order to 
support proper deployment, reduce over-
dependency, and ensure that AI work as a 
complement, not a replacement, of human- 
based instruction.

In brief, chat-based conversational 
bots are a rich resource in cultivating 
empathy in medical students. In spite of 
the prevalence of methodological, ethical, 
and cultural challenges, taking a critical 
and evidence-based stance can render their 
implementation in medical education more 
feasible. Educators can inculcate empathic 
skills while maintaining the core human 
element of care by using such technologies 
in a judicious manner.
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